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In recent years, there has been much debate on the 
merits and pitfalls of reporting p-values, and more 
generally on the hypothesis-testing framework 
that supports published research.1-10 The unrest 
reflects longstanding issues at the root of statis-
tics and a response to widespread concerns about 
the lack of reproducibility of many scientific find-
ings.11-14 How should those of us actively engaged 
in clinical research react to all this? A recent edi-
torial in Nature suggests that we should go as far 
as to retire statistical significance altogether.15 The 
Research Methods Group and the Editorial Board 
of The Bone & Joint Journal here discuss the 
issues and the expectations of authors submitting 
to our Journal.

The issues are deceptively simple. The meth-
odology that we now refer to as ‘null hypothesis 
significance testing’ originated in the early 20th 
century with the ideas of Fisher and Neyman and 
Pearson.16,17 It has become a rather inconsistent 
mixture of ideas from both Fisherian and frequen-
tist (Neyman–Pearson) approaches, which were 
much disputed between the parties at the time 
and for many subsequent years, on philosophical 
grounds.18,19

The cornerstone of null hypothesis significance 
testing is the p-value, which is the probability, 
under the null hypothesis (i.e. no effect or no dif-
ference), of obtaining a result as extreme or more 
extreme than that observed. It could be described 
as an objective measure of the discrepancy 
between the observed data and the null hypoth-
esis. Consider a study that aims to compare two 
groups. The null hypothesis, which we state at the 
start of the study, might be that there is no differ-
ence in the means between the groups, measured 
as the outcome of the study (test statistic). Figure 1 
shows the probability density curve of every pos-
sible outcome of the study, under the null hypoth-
esis, H0 (i.e. assuming the null hypothesis is true).

The area under the curve in Figure 1 is such that 
it adds up to one; therefore, every possible out-
come must lie somewhere in the distribution. The 
larger the value of the probability density, the more 
likely the observation. Under the null hypothesis, 
the most likely outcome is zero (no difference 
between groups), and the least likely outcomes are 
those at the extreme ends of the curve.

A type I or false positive error rate (α), which 
is set at the start of the study, is the probability 

at which a result is declared to be significant, the 
shaded area of the curve to the right of the critical 
value (Zα). This is often called the rejection region 
(the null hypothesis is rejected if the test statis-
tic falls in this region) and is conventionally set 
at 0.05 (5% level). The p-value is the probability 
of getting the observed test statistic (Y), or more 
extreme, from the study data if the null hypoth-
esis were true (i.e. the dark shaded tail error of 
the curve). If the p-value is less than α, the result 
is declared significant and the null hypothesis is 
rejected at level α.

In response to ongoing debate between and 
among scientists and statisticians, the Board of 
Directors of the American Statistical Association 
(ASA) published the following six principles, 
in 2016, accompanied by statements from lead-
ing statisticians, to help nonstatisticians under-
stand statistical significance and p-values:20,21 
1) “p-values can indicate how incompatible the 
data are with a specified statistical model”; 2) “p-  
values do not measure the probability that the 
studied hypothesis is true, or the probability that 
the data were produced by random chance alone”; 
3) “scientific conclusions and business or policy 
decisions should not be based only on whether a 
p-value passes a specific threshold”; 4) “proper 
inference requires full reporting and transpar-
ency”; 5) “a p-value, or statistical significance, 
does not measure the size of an effect or the impor-
tance of a result”; and 6) “by itself, a p-value does 
not provide a good measure of evidence regarding 
a model or hypothesis”.20

Some of these statements follow immediately 
from the definition of the p-value, while others 
are part of the bedrock of statistical teaching. It 
is worth emphasizing the importance of point 3 –  
“scientific conclusions and business or policy 
decisions should not be based only on whether a 
p-value passes a specific threshold”20 – and recall-
ing that the p-value was by derivation and defini-
tion proposed as an informal index to quantify the 
discrepancy between observed data and the null 
hypothesis. It was not intended to be used in place 
of sound scientific reasoning. The ASA statement 
concludes with an elegant sentence summarizing 
this, which we would all do well to remember: “no 
single index should substitute for scientific rea-
soning”.20 However, despite highlighting numer-
ous issues with misinterpretation and misuse of 
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