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	� HIP

Development of machine-learning 
algorithms for 90-day and one-year 
mortality prediction in the elderly with 
femoral neck fractures based on the 
HEALTH and FAITH trials

Aims
To develop prediction models using machine-learning (ML) algorithms for 90-day and one-
year mortality prediction in femoral neck fracture (FNF) patients aged 50  years or older 
based on the Hip fracture Evaluation with Alternatives of Total Hip arthroplasty versus Hemi-
arthroplasty (HEALTH) and Fixation using Alternative Implants for the Treatment of Hip frac-
tures (FAITH) trials.

Methods
This study included 2,388 patients from the HEALTH and FAITH trials, with 90-day and one-
year mortality proportions of 3.0% (71/2,388) and 6.4% (153/2,388), respectively. The 
mean age was 75.9 years (SD 10.8) and 65.9% of patients (1,574/2,388) were female. The 
algorithms included patient and injury characteristics. Six algorithms were developed, in-
ternally validated and evaluated across discrimination (c-statistic; discriminative ability be-
tween those with risk of mortality and those without), calibration (observed outcome com-
pared to the predicted probability), and the Brier score (composite of discrimination and 
calibration).

Results
The developed algorithms distinguished between patients at high and low risk for 90-day 
and one-year mortality. The penalized logistic regression algorithm had the best perfor-
mance metrics for both 90-day (c-statistic 0.80, calibration slope 0.95, calibration intercept 
-0.06, and Brier score 0.039) and one-year (c-statistic 0.76, calibration slope 0.86, calibra-
tion intercept -0.20, and Brier score 0.074) mortality prediction in the hold-out set.

Conclusion
Using high-quality data, the ML-based prediction models accurately predicted 90-day and 
one-year mortality in patients aged 50 years or older with a FNF. The final models must be 
externally validated to assess generalizability to other populations, and prospectively evalu-
ated in the process of shared decision-making.

Cite this article: Bone Jt Open 2023;4-3:168–181.
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Introduction
Each year more than 300,000 older adults 
are treated for hip fracture in the USA,1 and 
over the next decade this number is expected 
to rise to approximately 400,000 cases.2,3 
Global incidence is expected to increase from 
2.5  million in 2025 to more than 6  million 

cases occurring annually in 2050 due to 
an ageing population.4–6 Most hip fracture 
patients are treated surgically, with mortality 
rates up to 35% in the first postoperative 
year.7–10 In addition, hip fractures represent 
a significant financial burden to patients 
and the healthcare system, with $10.3 to 
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$15.2  billion spent annually in the USA.11 Although 
mostly treated surgically, a recent study showed that a 
shared decision-making process including nonoperative 
management for a proximal femoral fracture might be 
a viable option for frail institutionalized patients with 
limited life expectancy,12 which is mostly not the case for 
younger, vital, and mobile patients living at home.

Stratifying patients preoperatively to their mortality 
risk factors may aid treatment-related shared decision-
making.13,14 Therefore, numerous studies have identified 
risk factors for predicting mortality in this population 
using multivariable logistic regression.15–19 Using Cox 
proportional hazard regression, Bzovsky et al20 identified 
factors associated with 90-day and 24-month mortality 
based on patients enrolled in the Hip fracture Evaluation 
with Alternatives of Total hip arthroplasty versus Hemi-
arthroplasty (HEALTH) and the Fixation using Alternative 
Implants for the Treatment of Hip fractures (FAITH) trials 
(Supplementary Table i).21,22 However, this study did not 
subsequently develop a clinical prediction model using 
the respective identified predictors. A clinical prediction 
model that includes such individualized prediction could 
empower patients and their families to make a personal 
decision for a surgical strategy that best fits their indi-
vidual values and needs. This would facilitate data-driven 
individualized risk stratification for true shared decision-
making between patient and care provider. Recently, in 
orthopaedic surgery, various studies have made use of 
machine-learning (ML) algorithms for developing clin-
ical prediction models,22 and these show good results 
in terms of accuracy.23–37 The use of two high-quality 
large international databases (HEALTH and FAITH) with 
prospective follow-up data of patients aged 50 years or 
older with hip fractures creates opportunity to develop 
such ML prediction models to predict the risk of short- 
and longer-term mortality in patients with a femoral neck 
fracture (FNF).

We therefore asked: can we develop a prediction 
model using machine learning algorithms for 90-day and 
one-year mortality prediction in FNF patients who are 
50 years or older based on the HEALTH and FAITH trials?

Methods
This study was performed according to the Trans-
parent Reporting of Multivariable Prediction Models for 
Individual Prognosis or Diagnosis Guideline (TRIPOD-
Statement) (Supplementary Material 2)38 and the JMIR 
Guidelines for Developing and Reporting Machine 
Learning Predictive Models in Biomedical Research.39

Data safety.  Our Machine Learning Consortium33–37 ad-
hered to the “Policy on Use and Sharing of Data Collected 
by World Health Organization (WHO) in Member States 
Outside the Context of Public Health Emergencies” of the 
WHO for safe multicentre data exchange and analysis.40

Ethical approval.  The HEALTH trial (​ClinicalTrials.​gov 
NCT00556842) and the FAITH trial (​ClinicalTrials.​gov 
NCT00761813) was approved by the Hamilton integrat-
ed research ethics board (#06-151 and #06-402) and the 
participating clinical sites’ research ethics boards.21,22

Study design and population.  Data were derived from the 
HEALTH and FAITH trials.21,22 The HEALTH trial was an in-
ternational, expertise-based, randomized controlled trial 
(RCT) comparing total hip arthroplasty (THA) and hem-
iarthroplasty.21 Between January 2009 and May 2017, 
HEALTH investigators included patients without a previ-
ous history with frank dementia, who were 50 years of age 
or older, who had low-energy (defined as fall from stand-
ing height) displaced fractures of the femoral neck which 
were planned to be treated surgically. This trial enrolled 
1,441 patients with a mean age of 79 years (standard de-
viation (SD) 8) with 70% of patients (1,009/1,441) being 
female, and 49.8% of patients (718/1,411) treated with 
THA versus 50.2% (723/1,441) with hemiarthroplasty.

The FAITH trial was an international, multicentre, 
concealed RCT comparing fixation of FNF with cancellous 
screws versus a sliding hip screw (SHS).22 Between March 
2008 and March 2014, the FAITH investigators included 
mentally fit patients aged 50 years or older, with a low-
energy fracture of the hip requiring fracture fixation. The 
FAITH trial enrolled 1,079  patients with a mean age of 
72 years (SD 12) with 60% being female (648/1,079), 
and 50.2% (542/1,079) treated with a SHS versus 49.8% 
(537/1,079) with cancellous screws.

The HEALTH dataset and FAITH dataset combined 
resulted in a dataset of 2,520  patients. Patients with 
more than 5.0% missing data were excluded, leaving 
2,388  patients for analysis (Table  I). The 90-day 
mortality proportion was 3.0% (71/2,388) and the one-
year mortality proportion was 6.4% (153/2,388). The 
mean age was 75.9 years (SD 10.8), 65.9% of patients 
(1,574/2,388) were female, and 89.3% (2,133/2,388) 
were white. The level of fracture line was subcapital in 
62.9% of fractures (1,502/2,388), and 70.0% (1,671 of 
2,388) were displaced. Other patient and fracture char-
acteristics are displayed in Table I and Table II.
Primary outcomes.  The primary outcome of this study 
was 90-day and one-year mortality (based on the date of 
surgery) following a FNF, as reported in the HEALTH and 
FAITH trials.
Candidate input variables.  Variables that could be used for 
the development of the algorithms had to be available in 
both HEALTH and FAITH databases.21,22 Based on previous 
work,20,41–44 variables that were considered potentially im-
portant for predicting 90-day and one-year mortality are 
displayed in Table III. As a first step, variables potentially 
associated with 90-day and one-year mortality were iden-
tified with random forest algorithms.45,46 Random forest 
is a commonly used technique that aims to work well for 
various classification and regression tasks. First, a model 
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is fitted with all variables, and then less relevant features 

are removed.45,46 Nine variables were identified for devel-
oping algorithms for 90-day mortality (Figure 1) (in order 
of importance): prefracture functional status (the use of 
an assistive device for ambulation), American Society of 
Anesthesiologists (ASA)47 grade, sex, osteoarthritis, age, 
anaemia or other blood disease, prefracture living status 
(institutionalized or not), ethnicity, and BMI.

For one-year mortality, 15 predictive variables were 
identified (Figure 2) (in order of importance): ASA grade, 
pre-fracture functional status, ethnicity, age, opioid use, 
antihypertension medication use, high blood pressure, 
heart disease, general cardiac medication use, sex, BMI, 
level of fracture line, back pain, pre-fracture living status, 
and cancer.
Missing data.  Missing data were calculated in the pre-
processing stage, and those variables with < 5% missing 
data were imputed using the missForest method.48 This 
algorithm imputes missing values in continuous and 
categorical data, based on averaging regression trees. 
This algorithm has been chosen as it has been shown 
to outperform other methods of imputation, especially 
when complex interactions and non-linear relations are 
suspected.48 We imputed missing values for BMI (2% 
(43/2,388)), ASA grade (4% (102/2,388)), and kidney 
disease (1% (15/2,388)).
Model development.  First, the total dataset was divided 
into a training set (80%; n = 1,910) and a hold-out test set 
(20%; n = 478)) stratified on the outcomes (90-day and 
one-year mortality). Second, variables determined from 

Table I. Patient characteristics (n = 2,388).

Patient characteristics Value

Mean age, yrs (SD) 75.9 (10.8)

Age, n (%)
50 to 80 45 (39.6)

80+ 1,443 (60.4)

Sex, n (%)
Female 1,574 (65.9)

Male 814 (34.1)

Mean BMI, kg/m2 (SD) 24.8 (4.7)

Ethnicity, n (%) 2,386

Indigenous 7 (0.3)

South Asian 138 (5.8)

East Asian 23 (1.0)

Hispanic/Latino 17 (0.7)

White 2,133 (89.4)

Black 65 (2.7)

Middle Eastern 3 (0.1)

ASA grade, n (%) 2,286

I 214 (9.4)

II 975 (42.7)

III 954 (41.7)

IV 143 (6.3)

Pre-fracture living status, n (%)
nstitutionalized 113 (4.7)

Not institutionalized 2,275 (95.3)

Pre-fracture functional status, n (%)
Able to walk without assistive device 1,807 (75.7)

Use of ambulatory assistive device 581 (24.3)

Current medications, n (%)
None 510 (21.4)

NSAID 322 (13.5)

Opioid use 214 (9.0)

Osteoporosis medications (not bisphosphonates) 178 (7.5)

Anti-hypertension medications 1,301 (54.5)

Pulmonary (respiratory system) medications 292 (12.2)

General cardiac medications 899 (37.6)

Comorbidities, n (%)
Osteoporosis 260 (10.9)

Heart disease 816 (34.2)

Lung disease 437 (18.3)

Diabetes 440 (18.4)

Kidney disease 228 (9.6)

Ulcer or stomach disease 264 (11.1)

Anaemia or other blood disease 197 (8.2)

Depression 320 (13.4)

Cancer 265 (11.1)

High blood pressure 1,430 (59.9)

Back pain 345 (14.5)

Osteoarthritis, degenerative arthritis 480 (20.1)

Rheumatoid arthritis 66 (2.8)

Mortality rates, n (%)
90-day mortality 71 (3.0)

One-year mortality 153 (6.4)

ASA, American Society of Anesthesiologists; NSAID, nonsteroidal anti-
inflammatory drugs; SD, standard deviation.

Table II. Fracture characteristics (n = 2,388).

Fracture characteristic Value

Fracture side, n (%)
Left 1,261 (52.8)

Right 1,127 (47.2)

Mechanism of injury, n (%) 2,387

Fall from standing 2,320 (97.2)

Spontaneous fracture 46 (1.9)

Fall from small height 9 (0.4)

Other low-energy trauma 12 (0.5)

Level of fracture line, n (%)
Subcapital 1,502 (62.9)

Midcervical 748 (31.3)

Basal 138 (5.8)

Fracture displacement, n (%) 1,671 (70.0)

Garden classification, n (%)
I 528 (22.1)

II 189 (7.9)

III 829 (34.7)

IV 842 (35.3)

Pauwels classification, n (%) 2,386

I 226 (9.5)

II 1,489 (62.4)

III 671 (28.1)

Any additional injuries (but not fractures), n (%) 195 (8.2)
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the feature selection step were used to train pre-existing 
Microsoft Azure (USA) ML algorithms: 1) Bayes Point 
Machine, 2) Boosted Decision Tree, 3) Jungle Decision, 4) 
Penalized Logistic Regression (PLR), 5) Neural Network, 
and 6) Support Vector Machine (SVM). These algorithms 
were chosen based on prior ML studies and their binary 
classification capabilities.31,49–51 The algorithms are super-
vised forms of ML, meaning that model development re-
lies on the training of the algorithm with labelled data 
(the presence or absence of 90-day and one-year mortal-
ity). The reason why we train different algorithms is be-
cause you cannot predict beforehand which algorithm is 
performing best. Algorithm training and performance as-
sessment were performed with ten-fold cross-validation 
repeated three times in the training set.38,39 Cross-
validation means dividing data into a selected number 
of groups, named folds. First, the data are divided into 

ten equally sized folds. Then, the algorithms were trained 
on nine of the ten folds (90% of the training data) and 
tested on the remaining fold (10% of the training data). 
Subsequently, algorithms with good performance in the 
training set were tested in the hold-out set whereafter 
performance metrics could be calculated, as described in 
the following section.
Performance measures.  The following measures were 
used for the assessment of predictive performance of the 
algorithms: discrimination, calibration, and Brier-score 
(overall model performance).52 Discrimination was as-
sessed with the c-statistic (i.e. the area under the curve 
(AUC) of a receiver operating characteristic curve (ROC-
curve)). The ROC-curve plots the sensitivity (true posi-
tive rate) against 1 - specificity (false positive rate). The 
c-statistic ranges from 0.50 to 1.0, with 1.0 indicating 
the highest discriminating score and 0.50 indicating the 

Table III. Candidate input variables.

Variable Explanation

Age Years

Sex Male or female

BMI kg/m2

Ethnicity Indigenous, South Asian, East Asian, Hispanic/Latino, White, Black or Middle 
Eastern

ASA grade I to IV

Pre-fracture living status Institutionalized or not institutionalized

Pre-fracture functional status Independent ambulator or uses an ambulatory assistive device

Use of medication in general Yes or no

NSAID Yes or no

Opioid use Yes or no

Other osteoporosis medications (not bisphosphonates) Yes or no

Anti-hypertension medications Yes or no

Pulmonary medications Yes or no

General cardiac medications Yes or no

Osteoporosis Yes or no

Anaemia or other blood disease Yes or no

Heart disease Yes or no

Lung disease Yes or no

Diabetes Yes or no

Ulcer or stomach disease Yes or no

Kidney disease Yes or no

Depression Yes or no

Cancer Yes or no

High blood pressure Yes or no

Back pain Yes or no

Osteoarthritis, degenerative arthritis Yes or no

Rheumatoid arthritis Yes or no

Fractured hip Left or right hip

Mechanism of injury
Fall from standing, spontaneous fracture, fall from small height, or other 
low-energy trauma

Level of fracture line Subcapital, midcervical, or base of the femoral neck

Fracture displacement Yes or no

Garden classification I to IV

Pauwels classification I to III

Any additional injuries (but not fractures) Yes or no

ASA, American Society of Anesthesiologists; NSAID, nonsteroidal anti-inflammatory drugs.
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lowest discriminating score. This differentiates between 
patients who had the outcome of interest (i.e. 90-day and 
one-year mortality) from those who did not.52

Calibration was assessed with the calibration slope and 
calibration intercept of a calibration curve.53 Calibration 
reflects the agreement between the observed outcome 
and the predicted probability. It can be assessed and visu-
alized by plotting the predicted probability (x-axis) versus 
the actual probability (y-axis) creating a calibration curve. 
The intercept indicates that predictions are systematically 
too high (intercept < 0) or too low (intercept > 0). The 
slope of the calibration curve reflects whether predic-
tions were too extreme (low predictions too low and 
high predictions too high; a slope smaller than 1) or not 
extreme enough (low predictions not low enough and 
high predictions not high enough; a slope larger than 
1).54 A perfect calibration curve has a slope of 1 and an 
intercept of 0.54,55

Finally, overall algorithm performance – a composite 
of discrimination and calibration – was assessed using the 
Brier score.55,56 The Brier score is obtained by calculating 
the squared differences between the actual outcomes and 
the predictions. The score can range from 0, (indicating 
a perfect model) to 1 (indicating the worst possible). 
The upper limit of the Brier score is dependent on the 
incidence of outcomes in the dataset.55,56 Therefore, the 

upper limit of the Brier score also was calculated and 
presented. First, the performance of the algorithms was 
evaluated in the training set. Thereafter, the performance 
was evaluated on the hold-out set based on the same 
performance measures as described above.
Sample size.  Given the retrospective study design, post-
hoc power analyses were conducted to evaluate the sam-
ple size of the study with an α value of 0.05. The post-hoc 
power analyses revealed 100% power in both evaluations 
(α = 0.05).
Web-application.  The best performing algorithms across 
the performance metrics were incorporated into an on-
line open-access prediction tool.
Statistical analysis.  Baseline characteristics were calcu-
lated and presented as frequencies and percentages for 
categorical variables, whereas means and standard de-
viations (SDs) were used for continuous variables. Data 
pre-processing and analysis was performed using SPSS v. 
25 (IBM, USA), and Azure (Microsoft, USA) was used for 
model training and development.

Results
Performance of ML algorithms predicting 90-day mortal-
ity and web application.  In the training set (n = 1,910), 
the six algorithms showed c-statistics ranging from 0.73 
to 0.78, calibration slopes ranging from 0.76 to 0.95, 

Fig. 1

Variable importance for 90-day mortality based on feature selection using random forest algorithms.
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and calibration intercepts ranging from -0.18 to 0.00 
(Table IV). Moreover, the Brier score was either 0.039 or 
0.040 relative to the upper limit of 0.041.

Five of the six algorithms were further tested in the 
hold-out set (n = 478) based on better performance in 
the training set (Table  V). The five algorithms showed 

Fig. 2

Variable importance for one-year mortality based on feature selection using random forest algorithms.

Table IV. Performance of machine-learning algorithms in predicting 90-day and one-year mortality in the training set (n = 1,910) after ten-fold cross 
validation repeated three times.

Metric (95% 
CI)

Bayes Point 
Machine

Boosted Decision 
Tree

Jungle Decision 
Algorithm

Penalized Logistic 
Regression Neural Network

Support Vector 
Machine

90-day 
mortality
c-statistic 0.76 (0.73 to 0.79) 0.78 (0.75 to 0.80) 0.78 (0.75 to 0.80) 0.78 (0.75 to 0.81) 0.77 (0.74 to 0.80) 0.73 (0.70 to 0.76)

Calibration 
slope

0.90 (0.78 to 1.03) 0.76 (0.66 to 0.86) 0.95 (0.82 to 1.08) 0.93 (0.81 to 1.05) 0.86 (0.75 to 0.98) 0.79 (0.66 to 0.92)

Calibration 
intercept

-0.05 (-0.18 to 0.08) 0.00 (-0.14 to 0.13) -0.02 (-0.15 to 0.12) 0.00 (-0.13 to 0.13) -0.18 (-0.32 to -0.05) 0.00 (-0.13 to 0.13)

Brier score* 0.039 0.040 0.039 0.039 0.039 0.040

One-year 
mortality
c-statistic 0.78 (0.76 to 0.80) 0.78 (0.76 to 0.80) - 0.78 (0.76 to 0.80) 0.78 (0.76 to 0.80) 0.73 (0.70 to 0.75)

Calibration 
slope 0.90 (0.81 to 0.99) 0.78 (0.70 to 0.86) - 0.95 (0.86 to 1.05) 0.78 (0.70 to 0.86) 0.82 (0.72 to 0.92)

Calibration 
intercept -0.03 (-0.13 to 0.07) 0.00 (-0.10 to 0.10) - 0.00 (-0.10 to 0.10) 0.16 (0.06 to 0.26) 0.00 (-0.10 – 0.10)

Brier score* 0.073 0.074 - 0.073 0.073 0.076

Dashes signify negative (below zero) values.
*Upper Limit Brier score for 90-day mortality was 0.041 and for one-year mortality 0.079.
CI, confidence interval.
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c-statistics ranging from 0.77 to 0.81, calibration slopes 
ranging from 0.87 to 1.25, calibration intercepts ranging 
from -0.66 to -0.06, and Brier scores ranging from 0.038 
to 0.041, relative to the upper limit of 0.042.

For 90-day mortality prediction, based on better cali-
bration in the hold-out set (calibration slope 0.95 vs 0.94 
and intercept -0.06 to -0.13), we chose the PLR algorithm 
as the final prediction model. Age, ASA grade III/IV, white 
ethnicity, and osteoarthritis were the strongest predictors 
in this model (Figure 3). This algorithm was incorporated 
in an online open access prediction tool (see Figure 4 for 
a case example).57

Performance of ML algorithms predicting one-year mor-
tality and web application.  In the training set (n = 1,910), 
four of the five algorithms showed c-statistics of 0.78 
and one showed a c-statistic of 0.73. The calibration 
slopes ranged from 0.78 to 0.95, and calibration inter-
cepts ranged from -0.03 to 0.16. The Brier scores ranged 
from 0.073 to 0.076 relative to the upper limit of 0.079 
(Table IV).

All five algorithms were further tested in the hold-out 
set (n = 478) and showed c-statistics ranging from 0.66 
to 0.76, calibration slopes ranging from 0.52 to 0.86, and 
calibration intercepts ranging from -0.20 to -0.85. Brier 

Table V. Performance of machine-learning algorithms in predicting 90-day and one-year mortality in hold-out set (n = 478).

Metric
Bayes Point 
Machine

Boosted Decision 
Tree

Jungle Decision 
Algorithm

Penalized Logistic 
Regression* Neural Network

Support Vector 
Machine

90-day mortality
c-statistic 0.77 0.80 0.81 0.80 0.79 -

Calibration slope 0.94 0.77 1.25 0.95 0.87 -

Calibration intercept -0.13 -0.58 -0.66 -0.06 -0.43 -

Brier score† 0.039 0.041 0.038 0.039 0.040 -

One-year mortality
c-statistic 0.74 0.74 - 0.76 0.72 0.66

Calibration slope 0.74 0.75 - 0.86 0.52 0.60

Calibration intercept -0.43 -0.43 - -0.20 -0.81 -0.85

Brier score† 0.075 0.075 - 0.074 0.077 0.079

Dashes signify negative (below zero) values.
*This algorithm was chosen as the final prediction model for 90-day and one-year mortality prediction.
†Upper limit Brier score for 90-day mortality was 0.042 and for one-year mortality 0.079.

Fig. 3

Importance of variables for 90-day mortality prediction based on the Penalized Logistic Regression algorithm. ASA, American Society of Anesthesiologists.
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scores ranged from 0.074 to 0.079 relative to the upper 
limit of 0.079 (Table V).

For one-year mortality prediction, we found better 
calibration in the training set (calibration slope 0.95 vs 

Fig. 4

Probability generated by the prediction tool for 90-day mortality for a fictious case. For an 88-year-old white female patient with a BMI of 19 kg/m2, who 
lives in a nursing home, makes use of an ambulatory assistive device, has anaemia, and no osteoarthritis, the prediction tool generated a 24% probability of 
mortality in 90 days after the femoral neck fracture.
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0.90) and hold-out set (calibration slope 0.86 vs 0.75 
and intercept -0.20 vs -0.43) for the PLR algorithm, which 
was therefore chosen as the final prediction model. Age, 
ASA grade III/IV, black ethnicity, pre-fracture functional 
status, and cancer were the strongest predictors in this 
model (Figure 5). This algorithm was incorporated in an 
online open access prediction tool (see Figure 6 for a case 
example).58 During the process of treatment decision-
making, clinicians can generate personalized risk esti-
mates with this web application, which might inform the 
clinician about the prognosis of the patient.

Discussion
Given the major public health concerns associated with 
FNFs in patients aged 50 years or older,59 it is necessary 
to gain a further understanding of which patients are at 
risk for mortality at follow-up. This risk estimation might 
help surgeons to accurately inform patients about prog-
nosis. Subsequently, a more accurate individualized risk 
stratification – devoid of surgeon bias – could empower 
patients and their families to make a personal decision for 
a surgical strategy that best fits their individual values and 
needs. This would facilitate true shared decision-making 
between patient and surgeon.

This study has several strengths. First, it used data from 
two high-quality RCTs of well-characterized patients with 
similar inclusion criteria and follow-up durations, which 
were designed by the same principal investigators.21,22 
Second, a large sample of patients from 12 countries and 

diverse clinical healthcare settings were included in both 
studies; this heterogeneity increases external validity of 
the algorithms. Third, the best-fit algorithms showed 
good performance, which is promising for external vali-
dation studies.

The results of this study should also, however, be 
viewed in light of several limitations. First, the 90-day 
mortality rate was 3.0% and the one-year mortality rate 
was 6.4%, which is relatively low compared to the liter-
ature.9,10 This may be explained by the inclusion of rela-
tively healthy patients in both trials.21,22 External validation 
of the algorithms should be carried out in patient cohorts 
with representative and higher mortality rates, ensuring 
transportability of the algorithms. Second, there are likely 
other variables associated with mortality which have not 
been collected as part of the HEALTH and FAITH trials. For 
example, smoking status, a known prognostic factor for 
mortality after hip fracture,60–62 has only been reported 
in the FAITH trial and could therefore not be included in 
the combined dataset. We combined both datasets to 
retrieve a sufficient sample size for model development, 
however the cost of this was that not all variables from the 
datasets were overlapping, and therefore we carried out 
variable selection with variables that were present in both 
datasets. Future research efforts can harmonize their data 
collection strategies leading to common data elements, 
which makes it easier to combine datasets. Third, both 
the HEALTH and FAITH trials were not designed for 
developing ML algorithms, leading to indication bias. 

Fig. 5

Importance of variables for one-year mortality prediction based on the Penalized Logistic Regression algorithm. ASA, American Society of Anesthesiologists.
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Fig. 6

Probability generated by the prediction tool for one-year mortality for a fictitious case. For an 84-year-old white male patient with a BMI of 20 kg/m2 and 
American Society of Anesthesiologists grade III, who lives at home, makes use of an ambulatory assistive device, has cancer, heart disease, high blood 
pressure, and no back pain, uses opioids, general cardiac, and antihypertension medications, and sustained a femoral neck fracture at the base of the neck, 
the prediction tool generated a 63% probability of mortality one year after the femoral neck fracture.
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Fourth, patients with more than 5.0% missing data were 
excluded, and therefore this study may have been subject 
to selection and indication bias. Fifth, the current study 
solely investigated the mortality risk estimation; future 
research can focus on investigating additional outcomes 
such as patient-reported outcome measures (e.g. quality 
of life, symptoms of pain). This will lead to more patient-
centred care and evaluation of the individual patient’s 
needs. Lastly, patients included in both trials may not 
reflect the demographic and clinical characteristics of 
patients for whom the prediction models are ultimately 
used. However, as this study used high-quality data from 
12 different countries and various healthcare settings, we 
expect that after external validation studies in specific 
geographical regions (i.e. geographical validation) and 
subsequent model development (e.g. model retraining), 
the models can be used in different geographical regions. 
Therefore, future validation and performance assessment 
studies are needed.

For 90-day mortality prediction, the PLR algorithm 
was chosen as the final prediction model and showed 
good performance. We found that our c-statistics were 
comparable for models developed for 30-day and 90-day 
mortality prediction showing c-statistics ranging from 
0.73 to 0.92.24,26,27,29,63 However, most studies did not 
report calibration metrics or Brier scores.24–29 This study 
identified the following predictive variables for 90-day 
mortality: pre-fracture functional status, ASA grade, 
sex, osteoarthritis, age, anaemia or other blood disease, 
pre-fracture living status, ethnicity, and BMI. Using 
regression analysis in the same cohorts, Bzovsky et al20 
identified corresponding variables associated with the 
outcome 90-day mortality: older age (ten-year increase), 
low BMI (five-point decrease), ASA grade (III to V), the 
use of an ambulatory assistive device pre-injury, and 
kidney disease. However, this study identified additional 
associated variables and we subsequently developed an 
individualized clinical ML-based prediction model using 
these. These findings correspond with previous studies 
which identified ASA grade,41 age,41,42 sex,41,42 and pre-
fracture functional status42 as variables associated with 
the outcome 90-day mortality. The high predictive value 
of reduced pre-fracture functional status may be associ-
ated with lower mobility before the fracture, hence reha-
bilitation takes longer, with patients not being able to 
return to their pre-fracture level of activity, leading to a 
higher risk of mortality.43

For one-year mortality, again the PLR algorithm 
yielded the best performance in the training- and 
hold-out set with c-statistics of 0.78 and 0.76, respec-
tively; this corresponds with previous findings.26,27 We 
identified 15 predictive variables which can be catego-
rized into patient characteristics (age, ethnicity, BMI, 
and pre-fracture functional status), comorbidities (high 
blood pressure, back pain, heart disease, and cancer), 

medication use (opioids, general cardiac medications), 
and health status with fracture characteristics (ASA grade, 
level of fracture line). Therefore, as shown in two major 
reviews,43,44 predicting one-year mortality is dependent 
on multicategory variables. Moreover, for developing the 
prediction models we not only used known predictors 
for this outcome (age,64–66 pre-fracture living status,67–69 
cancer, and heart disease)64,65,68 but also new predictors: 
ethnicity, BMI, high blood pressure, back pain, use of 
opioids, use of general cardiac medications, and level 
of fracture line. ASA grade, the most predictive variable 
for one-year mortality in this study, has previously thor-
oughly been identified as a significant one-year mortality 
predictor.65,69–71 Although this study had comparable 
outcome performance measures for 90-day and one-year 
mortality prediction, we believe that the models devel-
oped in this study are of added value since this study 
complied with the TRIPOD statement,38 used high-quality 
data, and developed an open-access web application 
for real-time estimate calculation. For both 90-day and 
one-year mortality, we identified ethnicity as a predictive 
variable. Literature shows that ethnicity is an important 
variable to include when building prediction models, 
hereby preventing racial bias, and future studies should 
be aware of this.72 In the last few years, much research 
has been performed predicting mortality in FNF patients. 
Most studies developed prediction tools based on age, 
sex, and the general presence of comorbidity.73 In addi-
tion, some studies included postoperative variables, such 
as early postoperative mobilization and postoperative 
lab values (for example haemoglobin).19,74 In contrast to 
the broader presence of comorbidity, this study used the 
ability of ML algorithms to differ between the effects of 
different types of comorbidities to estimate the individual 
prediction value of each variable.

Treatment decision-making is challenging for FNF 
patients aged 50 years or older and their clinicians. The 
ML-based prediction models developed in this study only 
provide personalized risk estimates, which may help 
the clinician to estimate the individual prognosis of the 
patient. It would be for the clinician to take this estimate 
into account during the process of treatment decision-
making, preferably in the emergency department before 
the choice of treatment is made. High mortality estimates 
might be communicated as ‘likely to have a poor prog-
nosis’ and low mortality estimates as ‘likely to have a 
better prognosis’ in the short and longer term. However, 
the impact of the algorithms needs to be evaluated (i.e. 
which estimates exceed certain decision thresholds). Esti-
mating mortality probability might support the choice of 
treatment (i.e. no surgical intervention vs fracture fixation 
vs hemiarthroplasty vs THA), discharge destination, and 
preferred intensity of rehabilitation, and should therefore 
be interpreted carefully. However, it is important to note 
that the mortality estimates the models provide are only 
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developed to inform the clinician and, consequently, 
the patient. The ultimate treatment decision should not 
solely be based on the outcome of prediction models but 
is ideally made after a shared decision-making process 
with the patient and family. More importantly, we 
believe that other personalized outcomes such as patient-
reported outcome measures (e.g. functional mobility, 
quality of life) and short-term morbidity (i.e. the exis-
tence of co-injuries) should also be taken into account in 
the process of treatment decision-making. In the future, 
ML-based prediction models may aid this process, poten-
tially leading to a data-driven best fit treatment, based on 
multiple outcome variables, for an individual patient, and 
may therefore improve (end-of-life) care.

In conclusion, using high-quality data from the 
HEALTH and FAITH trials,21,22 we have developed accurate 
ML algorithms for 90-day and one-year mortality predic-
tion for individual patients with FNF based on patient 
and fracture characteristics. The final models must be 
externally validated to assess the generalizability to other 
populations, and future studies should prospectively 
evaluate these ML-driven probability calculators in the 
process of shared decision-making.

‍ ‍Take home message
  - Pending external validation, machine-learning algorithms 

might support treatment-related decision-making.
  - The algorithms have been deployed as open access 

probability calculators giving personalized and data-driven estimates.

Supplementary material
‍ ‍Table presenting factors associated with 90-day 

and 24-month mortality in patients of the HEALTH 
and FAITH trials using Cox proportional hazard 

regression from Bzovsky et al (2020).
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